1999-2000 BML #2 – Research Round – Coordinates and Change of Basis

Be sure to pick up a photocopy of chapter 6 of the linear algebra textbook.   The chapter includes full explanations of the concepts along with example problems, some solved sample problems, and exercises along with solutions.  Work out some of the problems, especially for the last section (6.4) because it includes some confusing terms.

I think this chapter should be easier than the previous chapter (5: Basis and Dimension), especially if you did the research round last time, since it’s fairly short and doesn’t rely heavily on matrix manipulation.

Questions? jesseruderman@hotmail.com, 831-6431, or ask Jesse Ruderman at school.

Brief outline of chapter 6

· Some of the relevant concepts from previous chapters are on the back.  Unless you’re taking linear algebra, you’ll probably want to read the back before looking at the outline and reading the chapter.

· (6.2) Since all vectors of a vector space V with dimension n can be expressed uniquely as a linear combination of n basis vectors, we can express vectors in V as coordinate vectors in Rn relative to basis S.  An example in R2: for the basis S = { (1, 0), (0, 2) }, the vector (6, 6) could be represented as the coordinate vector [6, 3]S.  

· (6.3) Any vector space V over R (any real vector space) is isomorphic to Rn, where n is the dimension of V.  This means that there is a one-to-one correspondence of vectors in V and vectors in Rn which preserves operations – that is, the sum of two vectors in one system corresponds to the sum (in the other system) of the corresponding vectors, and the product of a scalar and a vector corresponds to the product of the same scalar with the corresponding vector.

· (6.4) It is possible to convert vectors directly from basis S of vector space V to another basis S' of V by multiplying by the “change-of-basis matrix from S' to S”.  This terminology is confusing because you’re converting coordinate vectors from S to coordinate vectors in S'.

Read the chapter, since I didn’t include everything here.  It’s pretty short and the problems aren’t very complex.

Important concepts from previous chapters
A vector space is a general concept of a system including vectors and scalars.  In any vector space, vectors can be added to each other (u + v = w) and multiplied by scalars (kv = w), and these operations (vector addition and scalar multiplication) must follow certain rules.  The letters u, v, and w usually represent vectors (also written as 
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).  The letters a, b, c, and k usually represent scalars.

The most “common” type of vector space is Rn for a given whole number n.  Its scalars are real numbers, and its vectors are of the form v = (v1, v2, …, vn).  In R2, (1, 2) + (3, 4) = (4, 6) and 3(1, 2) = (3, 6).

Other vector spaces include spaces where the vectors are matrices, such as M2x3:


[image: image2.wmf]ú

û

ù

ê

ë

é

=

ú

û

ù

ê

ë

é

+

ú

û

ù

ê

ë

é

18

7

4

3

2

3

6

1

0

0

0

1

2

6

5

4

3

2

1


and spaces where the vectors are polynomials, such as P2(t) (vectors are of the form at2 + bt + c), and P(t) (all polynomials with t as the variable).
A vector v is said to be a linear combination of a set of vectors S = { u1, u2, …, un } if v = a1u1 + a2u2 + … + anun for some scalars a1, a2, …, an.  For example, any vector in R2 can be written as a linear combination of (1, 0), (0, 1), and (1, 1), but (1, 2) can’t be written as a linear combination of (1, 1) and (2, 2).  The vector (0, 0) can be expressed as a linear combination of any set of vectors – even the empty set!

A set S is said to be a basis of vector space V if every vector v in V can be expressed uniquely as a linear combination of vectors in S (only one set of a1, a2, …, an that works).  Alternatively, every vector v can be expressed as a linear combination of vectors in S, and removing any vector from S would make this untrue.  It should be noted that all vector spaces have at least one basis, and that all bases (pl. of basis) of a vector space V have the same number of vectors, n, and n is called the dimension of V.

The usual basis, E, for R3 is { (1, 0, 0), (0, 1, 0), (0, 0, 1) }.  There are plenty of other bases, though – in fact, any set of three vectors in R3 where all vectors are linearly independent of each other (none can be expressed as a linear combination of the others) is a basis of R3.

The topic sheet for the previous meet (chapter 5: Basis and Dimension) includes some information on echelon matrices and Gaussian elimination that might be useful for solving problems in this chapter.  If you don’t have a copy, you can get one from http://www.palosverdes.com/jesse/bml99-00_1.doc (MS Word 97 format).
_1008966407.unknown

_1008968095.unknown

